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1. INTRODUCTION 

 For curing several diseases such as heart disease, 

septic shock and hypertension, measuring vital signs (heart rate, 

heart rate variability, respiratory rate, blood pressure, blood 

oxygen saturation and so on) with high precision is a primary 

and fundamental task [1-4]. With the rapid development and 

brilliant success in the field of hardware and software 

technologies, modern special devices have been able to measure 

the vital signs with the precision of more than 99% in real-time. 

These devices use the certain sensors which are attached to the 

special parts of human bodies to collect the information of 

human health, so they are called as contact or invasive devices.  

Although such these contact and invasive devices can measure 

and monitor the human vital signs correctly, there are some 

cases in which they are not suitable or cannot be used. For 

example, when the patient, who is far away from the hospital 

without any special measurement devices, falls in a critical 

situation, he or she cannot obtain the information of his or her 

vital signs in a short time for the emergency treatment. Also, it 

seems to be not suitable for the patients with some skin allergies 

to adapt these contact devices because of some pain or 

inconvenience during the measurement [5]. 

The facts mentioned above motivated the researchers to 

develop fresh methods to measure the vital signs without 

attaching sensors, which resulted in a new technology called as 

non-contact and noninvasive technology. Various non-contact 

and non-invasive technologies, such as Doppler effect-based 

technology ([6], [7]), laser radar-based methods ([8]-[10]), 

capacitively coupled sensors-based technology ([11]), and 

imaging photoplethysmography (iPPG) technology ([12], [13]) 

have been developed over the last two decades. Among all these 

technologies, iPPG technology has been regarded as a 

promising one because of its several advantages. First, patients 

do not feel any inconvenience in their activities during the 

measurement of vital signs. Second, only ordinary camera or 

webcam is needed for measurement, which requires a relatively 

low cost [14]. 

iPPG refers to a non-contact and non-invasive technology that 

can measure and evaluate the vital signs employing the patient’s 

skin-video data collected by camera without attaching sensors 
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to the skin [15]. Measurement of vital signs by using iPPG is 

based on the signal processing of facial video data; heart’s 

systole and diastole causes the fluctuations in the hemoglobin 

amount in the microvascular organizations of the skin dermis, 

which leads to the fine quasi-periodic variations in the 

luminance intensity of optical signals. During the sophisticated 

signal processing of the patient’s skin video data, some 

unwanted noise artifacts may inevitably affect the accuracy of 

the result. Among several noise artifacts, illumination variation 

interference and ambient light condition are the most critical 

factors that can affect the measurement, because the video data 

are always collected under the certain light condition [1, 16].  

Many studies have been conducted to solve this illumination 

noise artifact problem [17] the methods to cope with the 

illumination noise artifact problem can be classified into two 

categories. The first category involves the methods such as 

EEMD and BSS which directly removes the illumination noise 

artifact from the facial region of interest (ROI), while the 

second category uses the background ROI as a noise reference 

to reduce the illumination noise artifact. Although these 

methods can reduce the illumination noise artifact to a certain 

level, there are some drawbacks. The first category has some 

drawbacks relevant to the weaknesses of the methods to remove 

the illumination noise artifact. The methods of the first category 

base on EMD such as EEMD and CEEMDAN cannot 

thoroughly settle the mode mixing problem [18], thus these 

methods may not remove the noise artifacts smoothly in the 

case that the frequencies of noise artifacts are near to the 

frequency of heart rate. For the methods based on the linear BSS, 

the established assumptions depend on the measurement 

environment [19]. Even though the assumptions are true, there 

are still some problems that which component has to be chosen 

as the pulse signal from the separated components. In the 

second category, the conditions of illumination noise artifacts 

for facial and background ROIs may be different, which can 

negatively effect on the estimation of heart rate. Recently, there 

has been one study that is based on the combination of SSA 

(singular spectrum analysis) and the modified SB (sub-band) 

method to cope with the drawbacks of the previous methods, 

which is called SB-CWT(CbCr)+SSA [17]. It shows a good 

performance superior to other methods, which can measure HR 

robustly even in the environment that illumination rapidly 

changes.  

Although several methods mentioned above can effectively 

cope with the illumination noise artifact, it seems that they don’t 

completely solve the illumination noise artifact problem in HR 

estimation using iPPG. This means that despite of the benefits 

of these methods, in some cases, the accuracy of HR estimation 

can be reduced much more than usual due to several reasons 

including illumination noise artifact. As described before, iPPG 

technology uses the facial video data of the patients to measure 

HR, so it may be very important to select the proper 

measurement method and optimum ambient light condition. 

The term “optimum ambient light condition” refers to the 

illuminance condition of the environment in which the best or 

the most accurate result for HR measurement is obtained. As 

far as we know, no studies have found out the relation between 

the illuminance of ambient light and the accuracy of HR 

estimation. 

In this paper, in order to get the best accurate result of HR 

measurement, some experiments are conducted to determine 

the optimum ambient light condition and the results are 

analyzed. The experiments are conducted for four 

representative methods of HR measurement using self-

collected data in a room with sufficient illumination condition. 

After that, based on the recorded experimental data, the relation 

between the accuracy of HR estimation and the illuminance of 

ambient light is analyzed and the optimum ambient light 

condition is determined. Also, in every situation, the results of 

four methods are compared to select the proper measurement 

method. 

2. MATERIAL AND EXPERIMENT 

2.1 Self-collected data 

 In the experiment of this paper, 12 subjects including 

7 males and 5 females voluntarily participated and their ages 

ranged from 19 to 28 years. They were all Asian and healthy. 

All of them were given an explanation of the experimental tasks 

and they signed an informed consent form before participating 

in the experiment.  

2.2 Experimental setup 

 The experimental environment was shown in Fig.1 to 

collect the facial video data of the participants. The experiment 

was conducted in a room with the size of 6.5m (length) * 6m 

(width) * 3.5m (height). The room had a big window that can 

sufficiently let in the sunlight in the daytime. In order to provide 

a dynamic electric illumination condition, a white LED lamp 

panel FZ-12V-GD8 (FengChuan Ltd., Shenzhen, China, 12V, 

15W), a DC power supply (MPS-3303C) and a control unit 

were utilized. The control unit was to change the energy of the 

light intensity of the LED lamp. The video data were recorded 

with a frame rate of 30fps and a resolution of 640×480 by a 

webcam built in laptop (Intel(R) Core (TM) i5-6300HQ @ 

2.30GHz (4CPUs), 16G RAM) with the operating system 

Windows 10(64bit). To measure the illuminance of ambient 

light, an illuminometer (ST-520, China) was employed. The 

distance between the webcam and the participant was set as 1 

meter. On the other hand, the real heart rates of the participants 

were measured by employing an ECG sensor (AD232, 

Shenzhen, China) for analysis of the experiment. 
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Fig.1 Experimental setup for video data collection 

 

2.3 Methods 

 In this experiment, four representative methods 

introduced in [17] were used to measure HR remotely. They 

were IVA-EEMD, SB-CWT, SB-CWT (CbCr) and SB-CWT 

(CbCr) +SSA. The characteristics of four methods are as 

follows: 

IVA-EEMD ([20]): This method estimates HR based on EEMD 

and it uses IVA to compare the signals from the facial ROI and 

background ROI for removing the illumination noise artifact 

from the facial iPPG signal, which is based on JBSS. 

SB-CWT ([21]): It is one kind of sub-band method using 

continuous wavelet transform and it show a better performance 

than SB and POS methods. 

SB-CWT (CbCr): This method modifies SB-CWT method by 

using CbCr-projection matrix UCbCr instead of the POS-

projection matrix UPOS employed in SB-SWT method. 

SB-CWT (CbCr) +SSA [17]: It combines SB-CWT (CbCr) and 

SSA, which directly extracts the illumination variation from the 

facial ROI. 

2.4 EXPERIMENTAL PROCEDURE 

2.4.1 Selection of the optimum ambient light 

condition 

 The experiment was repeated for each participant and 

each method in the condition of changing natural light so that 

the optimum illuminance for HR measurement could be 

decided. During the measurement, participants sit on ta chair 

and maintained the static states without any movements. The 

illuminance was measured using a prepared illuminometer on 

the facial skin of the participant. HRs were measured for 10 

illuminance intervals from 50lx to 1050lx with the length of 

100lx. The reason for deciding the start point and end point of 

the illuminance range as 50lx and 1050lx was that the 

illuminances at the dawn when the participant’s face could be 

distinguished and at the noon when the sun shone most brightly 

were 48lx and 1062lx respectively (in a shiny day). To sum up, 

for one participant, HR was measured 40 times. At the same 

time, real HRs were also measured by ECG sensors attached to 

the participant’s body.  

2.4.2 Comparison between the natural and 

electric light conditions 

 Based on the selection of the optimum illuminance 

interval for HR estimation, the experiment for comparing the 

accuracy of HR estimation between the natural and electrical 

light conditions was performed. To provide an electric light 

environment, the experiment was conducted at night when it 

was dark. Employing the control unit, the light intensity of the 

LED lamp panel was controlled up to the illuminance interval 

that was selected as the optimum. After that, for one method 

which showed a best performance, HR was estimated across 12 

participants. Finally the results were compared and analyzed. 

3. ANALYSIS RESULTS 

 To select the optimum illuminance of natural ambient 

light, five statistical metrics including mean error (ME), mean 

absolute error (MAE), root mean squared error (RMSE), 
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precision (P%) and Pearson correlation coefficient were 

employed [17]. For nth participant, the HR remotely measured 

by iPPG signals and the HR directly measured by ECG sensor 

can be written as 
iPPG

nHR  and
ECG

nHR , respectively.  The 

statistical metrics can be denoted as follows: 
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Where N is a total number of participants, AT denotes the 

threshold of the absolute error between the real HR and the 

estimated HR, 
iPPG

nHR  and  
ECG

nHR  represents the mean 

values of the estimated and the real HRs, respectively and P% is 

how many percent of all participants can be measured 

accurately with the absolute error smaller than the threshold AT, 

i.e., the ratio of the number of correct estimations to the total 

number of estimations. In this analysis, AT was set as 5bpm. 

The Pearson correlation coefficient means the similarity or 

relation between two objects. 

3.1 Analysis results for selection of the optimum 

ambient light condition 

 For four methods used in this experiment, the 

measured values of five statistic metrics are shown in Table 1. 

For convenience, let us index the illuminance intervals using 

numbers from 1 to 10. For example, interval 1 denotes to 

illuminance from 50 to 150lx and interval 4 is from 350 to 450lx. 

The values of statistic metrics were calculated using the HRs of 

12 participants measured by iPPG technology and ECG sensor. 

As can be seen in Table 1, in the case of IVA-EEMD, among 

10 illuminance intervals, interval 3 showed the smallest MAE 

(5.71bpm), RMSE (9.28bpm) and the largest precision (68.3%), 

Pearson correlation coefficient (0.29). It means that HRs were 

measured most accurately in this interval. On the other hand, in 

the weak light intensity conditions including interval 1 and 2, 

the measurement accuracy was the worst with the largest MAEs 

and RMSEs, while in the relatively strong light intensity 

conditions, the accuracy was a bit improved. 

For other three methods including SB-CWT, SB-CWT (CbCr) 

and SB-CWT (CbCr) +SSA, interval 4 showed the optimum 

performance with smallest MAE and RMSE. The MAEs were 

3.98bpm, 1.11bpm and 1.18bpm respectively, while the 

RMSEs were 5.17bpm, 2.82bpm and 2.11bpm respectively. 

 

 

Table 1. Measured values of statistic metrics for 10 illuminance intervals in the natural light 

  1 2 3 4 5 6 7 8 9 10 

IVA-

EEMD 

ME 

(bpm) 
-7.50 6.30 3.38 -4.32 4.71 4.13 4.08 -5.83 -5.98 6.21 

MAE  

(bpm) 
14.51 10.6 5.71 7.28 7.82 7.11 7.09 8.71 9.10 10.08 

RMSE 

(bpm) 
20.1 19.8 9.28 11.91 12.13 11.08 10.98 15.22 16.17 15.13 

P%(%) 48.3 52.6 68.3 64.3 62.7 64.1 64.0 55.8 53.2 51.2 
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r 0.16 0.18 0.29 0.25 0.24 0.25 0.25 0.20 0.19 0.18 

SB-

CWT 

ME 

(bpm) 
4.38 4.08 -2.81 -2.09 3.10 -2.58 3.71 3.37 3.61 3.18 

MAE 

(bpm) 
7.27 6.91 4.12 3.98 4.91 4.41 5.92 5.09 6.11 5.21 

RMSE 

(bpm) 
12.18 

13.1

8 
5.98 5.17 8.71 7.81 9.11 8.91 11.29 8.61 

P%(%) 68.7 69.1 73.8 78.2 71.9 75.1 70.9 71.1 71.3 72.1 

r 0.31 0.38 0.61 0.69 0.51 0.63 0.52 0.53 0.51 0.62 

SB-

CWT 

(CbCr) 

ME 

(bpm) 
1.28 

-

1.31 
0.81 -0.28 -0.29 -0.61 0.84 -0.79 0.51 -0.95 

MAE 

(bpm) 
2.18 2.31 1.82 1.11 1.31 1.72 1.89 1.91 1.68 2.18 

RMSE 

(bpm) 
4.21 4.38 3.75 2.82 2.91 2.81 3.04 2.91 2.72 3.11 

P%(%) 80.1 81.7 83.7 87.1 86.8 84.1 83.8 81.2 83.1 85.8 

r 0.78 0.77 0.79 0.84 0.83 0.80 0.79 0.78 0.80 0.86 

SB-

CWT 

(CbCr)

+SSA 

ME 

(bpm) 
0.71 

-

0.63 
-0.68 0.18 0.32 -0.21 -0.31 -0.29 0.39 0.35 

MAE 

(bpm) 
1.81 1.58 1.71 0.91 1.18 1.23 1.20 1.33 1.41 1.38 

RMSE 

(bpm) 
2.62 2.16 2.38 2.11 2.35 2.27 2.33 2.51 2.41 2.31 

P%(%) 89.2 89.4 90.1 92.5 91.1 91.8 91.2 90.2 91.1 90.8 

r 0.81 0.83 0.85 0.91 0.86 0.88 0.87 0.83 0.85 0.84 

 

 

It reveals that in the interval 4, the accuracy was the highest for 

three methods.  Similar to the IVA-EEMD, in the case of the 

relatively dark light intensity, the accuracy of measurement was 

not as good as the bright light intensity conditions. Under the 

bright light intensity conditions, the accuracies were a little 

lower than the optimum interval, but they were still good, 

comparing with IVA-EEMD. Fig. 2, Fig. 3 and Fig. 4 intuitively 

shows the MAE, RMSE and Precision across 10 illuminance 

intervals for four methods. As can be shown in these figures, in 

the interval4, the MAEs and RMSEs were the smallest, while 

Precision was the largest, except for IVA-EEMD method, in 

which interval 3 had the best performance. 

Comparing the performances of four methods, it can be clearly 

seen that SB-CWT (CbCr) +SSA has the best performance with 

smallest MAEs and the largest Precisions for various 

illuminances of ambient light. Especially, in the interval 4, the 

MAE and RMSE were 0.91bpm and 2.11bpm respectively, 

which were the smallest values. This seems to support the result 

of [17], in which it was proved that SB-CWT (CbCr) +SSA was 

an efficient method robust to interference of illumination 

variation.  
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Fig. 2. MAE values in several illuminance intervals for four representative methods 

 

 

Fig. 3. RMSE values in several illuminance intervals for four representative methods 
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Fig. 4. Precision values in several illuminance intervals for four representative methods 

 

To sum up, the optimum illuminance of ambient light for 

measuring HR by iPPG technology can be considered as 

interval of 350-450lx, and SB-CWT (CbCr) +SSA showed a 

best performance. In fact, besides the first two intervals of 50-

250lx, we could hardly find difference in the values of several 

statistical metrics, which means that once proper method and 

illuminance of ambient light are provided, the accuracy of 

measurement can be maintained as a certain tolerant level. To 

get a more accurate measurement result, the optimum 

illuminance condition of 350-450lx must be satisfied.  

3.2 Analysis results for comparison between 

natural and electric light conditions. 

 Based on the analysis results for optimum illuminance 

of ambient light, for two illuminance intervals of 250-350lx and 

350-450lx, the experiment was conducted by using SB-

CWT(CbCr)+SSA which showed a best performance, as 

described in 2.4.2. The results are listed in Table 2. 

 

Table 2. Measured values of statistic metrics for optimum illuminance intervals in the natural and electric light conditions 

 
Natural light Electric light 

250-350lx 350-450lx 250-350lx 350-450lx 

SB-CWT 

(CbCr)+SSA 

ME (bpm) -0.68 0.18 0.59 -0.21 

MAE (bpm) 1.71 0.91 1.32 1.01 

RMSE (bpm) 2.38 2.11 2.09 1.99 

P%(%) 90.1 92.5 90.6 92.1 

r 0.85 0.91 0.86 0.90 

 

Comparing the numerical values between the natural and 

electric light conditions, it can be seen that the accuracies for 

two light conditions are about the same. For example, the values 

of MAEs and RMSEs for natural and electric light conditions 

in the illuminance of 250-350lx were 1.71bpm and 1.32bpm, 

2.38bpm and 2.09bpm respectively, which implies that 

regardless of whether natural light condition or electric light 

condition, once the optimum illuminance condition and the 

proper method are satisfied, HR can be measured as 

approximately same as the real values. 

4. DISCUSSION 

 In this part, some significant problems are discussed, 

based on the analysis results of experiments mentioned in the 

previous section. Also, the research goal and direction of the 

future are described. 

In this study, some experiments were performed for two major 

purposes. The first one was to find out the optimum illuminance 

condition of ambient light for accurate measurement of HR 

using iPPG technology. As shown in Table 1, Fig. 2, Fig. 3 and 
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Fig. 4, in the case of IVA-EEMD method, the statistical values 

indicate that illuminance of 250-350lx is optimum for the HR 

measurement accuracy. In this illuminance interval, MAE and 

RMSE are 5.71bpm and 9.28bpm, respectively, which are the 

smallest, while Precision is 68.3%, which is the largest, 

comparing with other intervals. Although this illuminance 

condition shows the most accurate results, the error is 

considerably high, compared with the real values, which means 

that IVA-EEMD method is not stable for illumination variation. 

On the other hand, for remaining 3 methods including SB-

CWT, SB-CWT(CbCr) and SB-CWT(CbCr)+SSA, the 

illuminance of 350-450lx is selected as optimum for HR 

measurement accuracy, of which SB-CWT(CbCr)+SSA is 

regarded as the best with smallest error and largest precision. 

For SB-CWT(CbCr)+SSA method, MAE, RMSE, Precision 

and Pearson correlation coefficient are 0.91bpm, 2.11bpm, 

92.5% and 0.91, respectively, which points out that the results 

are almost same as the real HR values. The illuminance of 350-

450lx was measured on the facial skin of participant in a room 

with big window facing southeast direction, at the time from 

8.30 to 9.20 A.M in a shiny day of September. In addition, it 

can be found that in the condition of being provided the bright 

illuminance, the accuracy is changed within a small range, 

which means that unless the ambient light was considerably 

dark, a relatively high accuracy can be obtained in HR 

measurement by iPPG technology.  

 The second purpose was to confirm which condition was better 

among natural and electric light conditions for accurate 

measurement of HR using iPPG technology. At night, or in the 

room without window, there is no sunshine, so electric 

illumination is needed to measure HR by iPPG technology. But 

nobody knows if the accuracy of HR measurement is better 

under the condition of electric illumination than under the 

condition of natural light or not. As can be seen in Table 2, there 

is little difference between the values under the conditions of 

natural and electric illuminations. For the case of illuminance 

of 350-450lx, MAE and RMSE are 0.91bpm and 2.11bpm 

respectively under the natural illumination condition, while 

they are 1.01bpm and 1.99bpm respectively under the electric 

illumination condition. These numerical values imply that once 

the optimum illuminance condition is satisfied, HR can be 

measured at a relatively high accuracy irrespective of 

illumination supply mode. From the discussion above, it seems 

that in the hospitals or other health care facilities, it may be 

necessary to establish an optimum illuminance environment to 

measure HR more accurately for unusual or special patients like 

with strong skin allergies. 

In this study, experiments were conducted for the participants 

who sit on the chair without any motion, so the effect of motion 

artifact noise on the accuracy of HR estimation was not 

considered. This suggests that experiments even considering 

the motion noise artifacts might be needed to decide the 

optimum HR measurement condition in future works. 

5. CONCLUSION  

 In this study, some interesting experiments are 

performed to decide the optimum illuminance condition of 

ambient light for accurate HR measurement by iPPG 

technology. Four representative methods are used to remotely 

measure HR, and 10 illuminance intervals are set and 12 

volunteers take part in the experiments. The analysis of 

experimental results shows that the illuminance of 350-450lx is 

optimum for HR measurement for most of methods. Under the 

relatively bright illuminance conditions (more than the 

optimum illuminance), the accuracy of HR measurement is 

hardly changed. Also, among four methods, SB-CWT (CbCr) 

+SSA shows the best performance, which supports the result of 

[17] that claims that it is robust to the interference of 

illumination variations. Furthermore, analysis results suggest 

that once the proper measurement method and optimum 

illuminance condition are provided, HR can be measured 

remotely at a considerably high accuracy irrespective of 

illumination supply mode. This experimental study might be 

helpful for HR measurement of unusual or special patients who 

cannot use normal sensors because of some reasons like strong 

skin allergies. 
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