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1. Introduction 

The fast development of the generative Artificial 

Intelligence (AI) has significantly changed the 

managerial practice where AI is not only a means of 

automation but also an intellectual companion that 

assist in making strategic decisions (Gonesh et al., 

2023; Kumar et al., 2025; Rezazadeh et al., 2025). 

The generative AI systems have the capacity to 

process an enormous amount of data, create 

predictive insights, and simulate strategic scenarios 

that can help the leader to process complicated 

information and predict change (Corvello, 2025; 

López-Solís et al., 2025; Storey et al., 2025). 

Because of that, Chhatre & Singh (2024) and Kassa 

& Worku (2025) have stated that AI-driven 

leadership has become a vital part of organizational 

change and digital competitiveness. Nevertheless, AI 

acceptance among leaders is not uniform and not all 

leaders show their willingness to use AI-assisted 

application to make decisions (Gerlich, 2023; Van 

Quaquebeke & Gerpott, 2023). This brings up the 

necessity to know the behavioral and psychological 

antecedents that determine the readiness of leaders to 

use AI technologies (Uren & Edwards, 2023a). 

Previous research has covered the technological 

aspects or organizational aspects in the majority, and 

fewer examples have been on individual level 

mechanisms like cognitive trust that define AI 

acceptance (Eftimov & Kitanovikj, 2023; Uren & 

Edwards, 2023a). The first stage of influencing the 
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adoption behavior is cognitive trust, which refers to 

the belief of the leader in the capabilities and 

predictability of the AI systems (Shi et al., 2020). In 

order to describe this process, this paper combines 

two theoretical approaches that are complementary: 

the Diffusion of Innovation (DOI) theory and the 

Technology Readiness Index (TRI). DOI focuses on 

the characteristics of innovation, like adaptability 

and compatibility that help to accept (Almaiah et al., 

2022; Overbye-Thompson & Hamilton, 2025) 

whereas TRI concerns the psychological ones, i.e., 

innovativeness and discomfort, which determines 

readiness to new technologies (O’Hern & St. Louis, 

2023; A. P. Parasuraman & Colby, 2014).  

Thus, the purpose of the study includes exploring the 

use of adaptability, compatibility, innovativeness and 

discomfort using the Diffusion of Innovation (DOI) 

and Technology Readiness Index (TRI) models to 

influence leaders to have cognitive trust in the 

generative AI. It also focuses on the role of cognitive 

trust in mediating the connection between these 

antecedents and intention to use AI in strategic 

decision making among leaders. Theoretically, the 

present research is a combination of DOI and TRI to 

offer a more profound insight into the process of 

leadership preparedness in the age of generative AI. 

In practice, it provides an idea of how organizations 

can build trust based and ethical use of AI in the 

managerial practice. 

 

2. Literature review 

2.1. AI in Leadership 

The integration of Artificial Intelligence in 

leadership has become an emerging trend within the 

modern realm of digital transformation (Rashid & 

Kausik, 2024; Sacavém et al., 2025). While 

transformational leadership emphasizes vision, 

motivation, and inspiration, the use of AI in 

leadership primarily supports these goals through 

data-driven insights and predictive analytics, ethical 

application of artificial intelligence, and the support 

of human-machine collaboration (Boudreaux, 2024; 

Peifer et al., 2022) 

The recent empirical studies demonstrate that strong 

leaders who adopt AI in their strategies should also 

be technologically (and emotionally) competent in 

order to deal with emerging uncertainties  and build 

trust toward the decisions made with the help of AI 

(Mariani & Dwivedi, 2024; Watson et al., 2021). 

Compared to that, therefore, the growing adoption of 

AI in leadership represents a shift toward more 

evidence-based and data-informed decision-making. 

Nevertheless, there is very little empirical literature 

that identifies how individual preparedness and 

diffusion of innovations explains this change, which 

serves as a strong argument in favor of considering 

theoretical frameworks like the Diffusion of 

Innovation and the Technology Readiness Index to 

clarify the precursors of the use of AI in leadership 

(Tigre et al., 2025; Uren & Edwards, 2023b). 

2.2. Diffusion of Innovation (DOI) 

Introduced by Rogers (1995), the Diffusion of 

Innovation (DOI) theory explains how new ideas and 

technologies spread and are adopted in a social 

system through time. It outlines four key factors 

including innovation, communication channels, 

time, and social system, and categorizes adopters 

into five groups, including innovators, early 

adopters, early majority, late majority, and laggards. 

This process of adoption follows five steps: 

knowledge, persuasion, decision, implementation, 

and confirmation, explaining why some individuals 

or organizations adopt technological change faster 

than others. 

In leadership transformation, DOI is a good lens 

through which leaders can be described in terms of 

how they develop out of transformational leadership, 

which focuses on inspiration, vision and human 

connection, to AI leadership, which is a combination 

of intelligent systems and data driven decision 

making (Hossain et al., 2025; Korejan & Shahbazi, 

2016). The system explains the varying rates of 

adoption with the key innovation attributes relative 

advantage, compatibility, complexity, trialability and 

observability (Moore & Benbasat, 1991; Tornatzky 

& Klein, 1982). As an example, leaders who view 

artificial intelligence as beneficial and consistent 

with their existing practices have a higher tendency 

to implement it, and perceptions of high complexity 

or low visibility can postpone diffusion (Sahin, 

2006). Therefore, the transformation of leadership 
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presupposes both the introduction of new 

technologies and changes in attitude, culture, and 

organizational values. 

Despite the fact that DOI has been criticized for its 

linearity and lacking in addressing social resistance 

(Agocs, 1997; Carreno, 2024), it is a strong 

theoretical framework used to study how generative 

artificial intelligence spreads in a leadership context. 

Thus, DOI offers a holistic perspective to describe 

the patterns of diffusion of AI leadership adoption in 

organizational hierarchies (Phillips, 2025). 

Nonetheless, there is a scarcity of studies that focus 

on cognitive and behavioral adaptations of leaders in 

response to AI transformation, which is why a 

substantial gap in the theoretical literature exists and 

this research is designed to fill it. 

2.3. Technology Readiness Index (TRI) 

Technology Readiness Index (TRI) that was 

originally conceptualized by Parasuraman  (2000) 

was aimed to measure an individual tendency to use 

and gain emergent technologies. Later update, such 

as TRI2.0, added 4 dimensions to the index including 

optimism, innovativeness, discomfort, and insecurity 

(A. P. Parasuraman & Colby, 2014). Optimism refers 

to the belief that technology has more to offer in 

terms of control, flexibility and efficiency, but 

innovativeness is the preference to be an innovator in 

the use of new tools (Walczuch et al., 2007). 

Discomfort reproduces the sense of lack of control 

and being overwhelmed by technology, and the 

insecurity implies distrust in technology or about its 

reliability as well as its security (A. P. Parasuraman 

& Colby, 2014).  

In the field of leadership change, TRI provides a 

theoretical framework by which the rationale can be 

achieved as to why certain leaders are willing to 

embrace AI-based tools more effectively than others. 

Higher scores on optimism and innovativeness can 

also lead leaders to the belief that AI could facilitate 

the process of decision-making and communication 

(Stilgoe et al., 2013; Zhang et al., 2023). On the other 

hand, high levels of chagin or insecurity may breed 

adverse reactions characterized by concerns about 

losing control, the possibility of data bias or even 

some sense of moralness (A. P. Parasuraman & 

Colby, 2014). Empirical research proves that TRI is 

one of the significant predictors of adaptive 

performance through work engagement (Schnitzler 

& Bohnet-Joschko, 2025). Thus, the Technology 

Readiness Index (TRI) provides an integrative lens 

regarding leaders perceptions and adaptive reactions 

to technological change. However, its application to 

leadership situations is not well empirically studied 

thus, should be subject to an additional investigation. 

2.4. Hypotheses and Conceptual framework 

Adaptability, Compatibility and Cognitive Trust 

In the Diffusion of Innovation (DOI) theory, two 

aspects are relevant namely, adaptability and 

compatibility, which determine the level of 

acceptance and trust that users have with regard to 

technology (Rogers, 1995). Adaptability can be 

defined as the degree at which an innovation can be 

altered or modified to suit the needs of the users and 

the operating conditions (Askar et al., 2021; 

Boudreaux, 2024; Collie & Martin, 2017). On the 

other hand, compatibility indicates the extent to 

which an innovation is seen to align with the values, 

experiences and practices of the users (Overbye-

Thompson & Hamilton, 2025). Their combination 

defines how readily leaders can embrace AI and trust 

it rationally in their leadership. Previously, many 

research established that adaptability and 

compatibility play a very important role in leading to 

cognitive trust which is based on rational judgments 

on competence, reliability and predictability 

(Shamim et al., 2023a; Webber, 2008). Xu et al. (

 2014) established that technologies that are 

perceived as flexible and able to match the 

requirements of the users would increase the 

confidence in the performance of the systems, which 

would build trust. Lai & Lee (2020) and Wanner et al 

(2022) also elaborated that when the users believe 

that a system is reliable, and the technology 

integrates smoothly with the current workflows and 

can be adjusted to suit different situations, then users 

have an increased belief that the system is reliable. 

Taken together, these research results indicate that 

leaders are better inclined to trust AI cognitively 

when they feel that it is adaptable to their unique 

needs as well as being compatible with their 

leadership style and organizational values. When AI 
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systems have the potential to conform to the current 

systems of leadership, as well as adapt to the 

evolving state of the organization, leaders gain 

greater trust in the system and its analytical skills. 

Such qualities assist to decrease the level of 

uncertainty, enhance predictability and rational 

confidence in AI assisted leadership behaviors. As a 

result, the following hypotheses are proposed: 

H1: Adaptability have a positive effect to Cognitive 

Trust 

H2: Compatibility have a positive effect to Cognitve 

Trust. 

Innovativeness, Discomfort and Cognitive Trust 

Innovativeness is a feature of individuals to be 

technology pioneers, that is, willing to explore and 

utilize new tools (A. Parasuraman, 2000). 

Conversely, discomfort is the experience of being 

overpowered or not being in control when utilizing 

technology (A. P. Parasuraman & Colby, 2014). In 

the case of AI assisted leadership, the innovative 

leaders are more willing to explore the use of 

generative AI to make decisions whereas those who 

feel uncomfortable feel that AI is complex or 

unreliable and this has a direct impact on their 

cognitive trust (McAllister, 1995; Shamim et al., 

2023b). 

Although the earlier research indicates that 

innovativeness increases rational confidence in 

technology through familiarity and perceived 

competence, the previous researchers have omitted 

the evaluation of the effect of innovativeness on 

technology rational confidence levels in the robotic 

industry (Jalo & Pirkkalainen, 2024; Salhieh & Al-

Abdallat, 2022). Innovative users are more likely to 

develop stronger cognitive trust than users who are 

not because of their curiosity and more often they are 

exposed to new technologies (Erdem & Ozen, 2003). 

On the same note, Yuan et al. (2024) observed that 

such interaction minimizes doubt and strengthens the 

sense of trustworthiness. 

On the contrary, discomfort compromises trust by 

making issues regarding control and precision. A. P. 

Parasuraman & Colby (2014) and Godoe & Johansen 

(2012) revealed that more uncomfortable users 

exhibit less perceived usefulness and trust. Highly 

innovativeness leaders have more chances to view AI 

as competent and reliable, thus developing cognitive 

trust. On the other hand, more uncomfortable people 

would not be that sure about the reliability of AI. 

Thus, the following hypotheses are established: 

H3: Innovativeness have a positive effect to 

Cognitive Trust 

H4: Discomfort have a positive effect to Cognitve 

Trust. 

Cognitive Trust and Adoption to AI 

Cognitive trust is defined as personal confidence in 

the reliability, dependability and capability of the 

individuals one trusts (Moorman et al., 1992). 

Cognitive trust is used in the context of AI adoption 

as a way to assess the credibility and performance of 

the AI-based solutions by the users (Davenport et al., 

2018). In cases where people trust AI and believe it 

to be reliable and able to deliver correct outcomes, 

they tend to adopt it and incorporate it into their work 

(Choung et al., 2022). 

Past studies always indicated that cognitive trust is a 

crucial factor in fueling the uptake of technology as 

it helps to reduce uncertainty and perceived risk 

(Shamim et al., 2023c). Indicatively, Daly et al. 

(2025) highlighted that trust is one of the antecedents 

of AI acceptance that promotes the perception of its 

functionality and reliability. That aligns with the 

research of Jacovi et al. (2021) who concluded that 

increased cognitive trust enhanced the desire of users 

to embrace and keep on using AI-based technologies. 

According to this argument, people with a higher 

level of cognitive trust are more likely to use AI tools 

in decision-making and the execution of tasks. Thus, 

the hypothesis below has been suggested:  

H5: Cognitive Trust have a positive effect to 

Adoption to AI.. 

Base on the above discussion, the research model 

will be presented by Figure 1
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Figure 1. Research Model 

 

3. Methodology 

Target population 

To assure the accuracy of the research data and to 

guarantee the quality, a filter question at the 

beginning of the questionnaire was used to gauge the 

aptness of the potential respondents (T.-Q. Dang, 

Nguyen, & Thi, 2025; Dao et al., 2023; B.-H. T. 

Nguyen et al., 2024; B.-T. H. Nguyen, Le, et al., 

2023; L.-T. Nguyen et al., 2024) . Participation in the 

survey was limited to individuals who have 

experience working with AI-based systems or have 

been exposed to AI leadership practices. For this 

study to assess the transition from transformational 

leadership to AI leadership, participants’ familiarity 

with leadership or management contexts was 

required. Participants were guaranteed anonymity 

and data use for academic research (Binh et al., 2024; 

T. – T. C. Phan et al., 2025; Thi Viet & Nguyen, 
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2025). Moreover, the  participants were told that they 

were taking part in the research on a voluntary basis. 

Then, we requested possible participants to respond 

to questions regarding our central concepts and give 

personal data. The questionnaire was completed, and 

the respondent was instructed to distribute the link 

with friends and motivate them to complete the 

online survey. 

Measure, Questionnaire Design and Data 

Collection 

This study was conducted using Google Form, which 

is among the most popular professional online survey 

tools (Duc et al., 2025; L.-T. Nguyen, Duc, et al., 

2023; L.-T. Nguyen, Nguyen, et al., 2023; L.-T. 

Nguyen, Phan, et al., 2025; N. T. T. Nguyen et al., 

2024) . Questionnaire items were revised on the basis 

of a thorough literature review to achieve content 

validity, then its content will then be verified by a 

team of experts (T. Q. Dang, Nguyen, et al., 2025; 

Duc et al., 2024; Le, Lin, et al., 2025; L.-T. Nguyen, 

Tran, et al., 2025; L.-G. N. Phan et al., 2025) .  The 

first modification of the questionnaire was on the 

basis of English-language research. It was translated 

and formed in Vietnamese, the official language and 

the most spoken language of the Vietnamese e-

commerce users. Then it was reverted back to 

English to be consistent. Any literature was adapted 

into the study.  Adaptability and Compatibility were 

assessed using four items for each was adapted from 

Rogers (1995). Also, with Innovativeness and 

Discomfort, four items of each construct was adapted 

from Parasuraman & Colby (2014). For the 

Cognitive Trust, it was measured by using four item 

from Komiak & Benbasat (2006). To capture the 

Adoption of AI in leadership, four measurement 

items were drawn from the scales of Chan & Petrikat 

(2022), Oliveira et al. (2016) and Venkatesh et al. 

(2012). To improve respondents’ understanding of 

the measurement items, we asked them to choose 

their answers based on their genuine feelings while 

using e-commerce platform for shopping. This study 

used a 7-point Likert scale to increase dispersion and 

reduce neutral responses, allowing for more accurate 

quantification of statement agreement. The 

agreement scale ranges from (1) strongly disagree to 

(7) strongly agree. The study’s minimum sample size 

was determined using G-Power software (version 

3.1.9.7) (Erdfelder et al., 2009). The parameters 

included 0.80 power, 0.05 alpha, 0.15 effect size, and 

5 predictors. The analysis showed that 118 

participants were needed. In addition, using the 

Sloper calculation method, with an anticipated effect 

size of 0.15, a desired power level of 0.8, six latent 

variables, twenty four variables, and a probability 

level of 0.05, the recommended sample size is 123. 

After comparing and considering the results from 

these three approaches, the minimum sample size of 

98 was selected to ensure the findings of the study 

are both accurate and reliable (T. Q. Dang, Duc, et 

al., 2025; T.-Q. Dang, Nguyen, Tran, et al., 2025; Le, 

Nguyen, et al., 2025; A.-H. D. Nguyen et al., 2024; 

L.-T. Nguyen et al., 2022). Empirical data from 186 

valid responses validated the conceptual model and 

tested the hypotheses. 

Common Method Bias (CMB) 

The simultaneous gathering of both independent and 

dependent variables raises the possibility that 

common method bias (CMB) could affect the study. 

To minimize potential bias, a dual approach is 

employed, combining procedural controls and 

statistical validation methods (Podsakoff et al., 

2003). The single-factor test of Harman was applied 

to determine the possibility of the hazard of CMB, 

following Nguyen et al., (2023). The results showed 

that the independent component explained 40.111% 

of all the variation. Since the outcome was not more 

than 50%, the CMB problem in the dataset was 

unlikely. 

4. Result and Discussion 

4.1. Result 

Demographic perspective 

Table 1 shows demographic profile of the 

respondents. Among all the respondents, 61.4% 

weremale, and 38.6% were women. In terms of age, 

28.3% of the respondents were aged between 18 and 

22 years, 54.8% were aged between 22 and 27 years, 

10.4% and 6.5% fell between 27 and 32 years of age 

and above respectively.  

Regarding employment, 68.4 percent of the 

respondents were employees, 21.5 percent student, 
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and 10.1 percent was self-employment. According to 

this composition, the workforce members were the 

majority of the participants, which makes this study 

insightful regarding how the latter view and adjust to 

AI-based leadership in the work environment. 

Over 17.2% of participants earned less than 5 million 

VND per month, while 58.8% earned between 6 and 

10 million. About 20% and 4% of participants earn 

10 million to 15 million VND or more per month. 

In terms of frequency of AI use, 51.7% of the people 

were frequent users of generative AI applications in 

work-related decisions, 46.5% were occasional 

users, and only 1.8% of the respondents were low or 

non-users who had little experience using such 

applications. The distribution shows that the majority 

of the participants were actively working with the 

generative AI technologies in their work-related 

tasks which guaranteed a representative level of the 

employee perception of AI-assisted leadership in the 

workplace.

 
 

Table 1. Demographic Distribution of the Participants 

Demographic Characteristics  
Frequency 

(Total: 186) 
Percentage 

Age 18 – 21 53 28.3 

 22 – 27 102 54.8 

 28 – 32 19 10.4 

 Over 32 12 6.5 

Gender Male 114 61.4 

 Female 72 38.6 

Employment status Student 40 21.5 

 Employee 127 68.4 

 Self-employment 19 10.1 

Monthy income (in VND) Below 5,000,000 32 17.2 

 6,000,000 – 10,000,000 109 58.8 

 10,000,000 – 15,000,000 37 20 

 Over 15,000,000 7 4 

Frequency of AI using  Low/Non-user 3 1.8 

 Occasional user 86 46.5 

 Regularly 96 51.7 

 

 

Assessing the Outer Measurement Model 

Before initial testing of hypotheses in the inner 

model (structural model), the testing of the outer 

model (measurement model) should be guaranteed. 

More specifically, this kind of assessment would 

include the reliability testing (Cronbachs Alpha, 

Composite Reliability and Dijkstra-Henselers rho) 

and the validity testing (Convergent and 

Discriminant Validities testing). 

Construct Validity and Reliability 

We need to evaluate the outer model first before we 

test the hypotheses with the help of structural model 

analysis, in order to check the appropriateness and 
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reliability of the measured variables. Hair et al. 

(2010) stated that internal consistency reliability is 

tested using Cronbachs Alpha and Composite 

Reliability (CR) that evaluates the correlation 

between observed variables. The values should 

exceed 0.7 to depict satisfactory reliability (Hair et 

al., 2022). Table 2 results indicate that the values of 

all Cronbachs Alpha and Composite Reliability (CR) 

are above the cut-off point of 0.7 which proves that 

the constructs possess high levels of internal 

reliability. Meanwhile, the Average Variance 

Extraction (AVE) of all constructs is more than 0.5 

as is the case with the AVE of COM which is 0.727, 

which means that that construct can explain the 

majority of the variance in the observed variables.

 

 

Table 2. Overview of Measurement Model Quality 

Constructs Items 
Loadings 

(FL) 

Cronbach's 

Alpha 

(CA) 

Dijkstra 

Henseler 

rho_A 

(pA) 

Composite 

Reliability 

rho_C 

(CR) 

Average 

Variance 

Extracted 

(AVE) 

VIF 

Adaptability 

ADA1 0.835  0.854  0.859  0.901  0.695  2.104  

ADA2 0.809      1.932  

ADA3 0.837      2.007  

ADA4 0.853      2.042  

Compatibility 

COM1 0.803  0.874  0.876  0.914  0.727  1.740  

COM2 0.860      2.201  

COM3 0.860      2.364  

COM4 0.885      2.820  

Innovativeness 

INN1 0.808  0.848  0.854  0.898  0.687  1.868  

INN2 0.879      2.711  

INN3 0.856      2.427  

INN4 0.768      1.664  

Discomfort 

DIS1 0.760  0.817  0.819  0.880  0.647  1.498  

DIS2 0.807      1.857  

DIS3 0.873      2.273  

DIS4 0.773      1.579  

Cognitive 

Trust 

COG1 0.831  0.830  0.832  0.887  0.663  2.100  

COG2 0.831      2.121  

COG3 0.779      1.729  



GAS Journal of Economics and Business Management (GASJEBM) | ISSN: 3048-782X | Volume 3 | Issue 1 | 2026 

 
GAS Journal of Economics and Business Management (GASJEBM) | Published by GAS Publishers 79 

 

COG4 0.815      1.817  

Adoption to AI 

ADO1 0.810  0.833  0.833  0.889  0.667  1.864  

ADO2 0.842      2.136  

ADO3 0.837      2.040  

ADO4 0.776      1.647  

Source: by author 

 

As shown in Table 3, the square root of AVE for each 

construct is higher than the correlations between 

different constructs, confirming discriminant 

validity. For example, the square root of the AVE for 

COM is 0.858, which is higher than its correlations 

with the other constructs, providing evidence that 

each construct is distinct from the others. 

Furthermore, from table 4 shows that all indicators 

have higher loadings on their respective constructs 

compared to other constructs, supporting 

discriminant validity. These results provide strong 

evidence of validity and reliability, allowing for the 

structural model evaluation to proceed.

 

 

Table 3. Fornell-Lacker’s Criterion 

 ADA  ADO  COG  COM  DIS  INN  

ADA  0.834       

ADO  0.602  0.816      

COG  0.643  0.707  0.814     

COM  0.652  0.633  0.672  0.858   

DIS  0.588  0.741  0.747  0.605  0.804   

INN  0.715  0.634  0.779  0.733  0.709  0.829  

Source: by author 

 

Table 4. Cross-loadings 

 ADA COM INN DIS COG ADO 

ADA1 0.835 0.738 0.549 0.455 0.5 0.459 

ADA2 0.809 0.683 0.635 0.541 0.492 0.536 

ADA3 0.837 0.703 0.569 0.493 0.543 0.502 

ADA4 0.853 0.736 0.63 0.477 0.598 0.512 

COM1 0.692 0.803 0.58 0.422 0.567 0.471 

COM2 0.737 0.86 0.678 0.526 0.618 0.542 

COM3 0.731 0.86 0.597 0.585 0.567 0.613 

COM4 0.763 0.885 0.637 0.529 0.531 0.53 

INN1 0.599 0.651 0.808 0.508 0.601 0.589 

INN2 0.58 0.579 0.879 0.594 0.677 0.445 
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 ADA COM INN DIS COG ADO 

INN3 0.597 0.609 0.856 0.647 0.708 0.499 

INN4 0.602 0.6 0.768 0.596 0.586 0.59 

DIS1 0.473 0.469 0.591 0.76 0.604 0.511 

DIS2 0.512 0.493 0.578 0.807 0.56 0.524 

DIS3 0.427 0.445 0.587 0.873 0.639 0.627 

DIS4 0.486 0.544 0.524 0.773 0.593 0.719 

COG1 0.541 0.604 0.641 0.643 0.831 0.586 

COG2 0.484 0.566 0.655 0.58 0.831 0.524 

COG3 0.619 0.574 0.645 0.514 0.779 0.552 

COG4 0.456 0.45 0.599 0.685 0.815 0.635 

ADO1 0.472 0.503 0.559 0.634 0.574 0.81 

ADO2 0.553 0.541 0.54 0.636 0.593 0.842 

ADO3 0.471 0.52 0.484 0.581 0.567 0.837 

ADO4 0.468 0.503 0.484 0.568 0.573 0.776 

Source: by author 

 

 

Inspecting The Inner Structural Model 

We conducted a collinearity test to rule out the 

possibility of multicollinearity before testing the 

preliminary hypotheses proposed in this study (Hair, 

J. F., Hult, G. T. M., Ringle, C. M., & Sarstedt, 2017). 

The variance inflation factor (VIF) for all constructs 

was found to be below the recommended threshold 

of 5.0, indicating that multicollinearity is not a 

concern (Wei-Han Tan & Ooi, 2018). 

Also, the structural model will consist of the 

evaluation of the determination coefficient (R2) and 

the direction coefficients of 5000 re-samples with the 

help of a bootstrapping test. The significance of a 

path is considered before a future analysis of the 

proposed hypotheses using the p-value. A p-value 

with a value below 0.05 is considered statistically 

significant. Therefore, convergent validity has been 

demonstrated in the research.

  

 

Table 5. Hypotheses Testing 

 
Original 

sample 

(O) 

Sample 

mean (M) 

Standard 

deviation 

(STDEV) 

T statistics 

(|O/STDEV|) 
P values Decision 

ADA -> COGNS -0.140  -0.112  0.138  1.014  0.311  Unsupported 

COG -> ADO***  0.688  0.688  0.101  6.793  0.000  Supported 

COM -> COG* 0.259  0.260  0.122  2.126  0.034  Supported 

DIS -> COG*** 0.427  0.413  0.109  3.917  0.000  Supported 

INN -> COG*** 0.354  0.344  0.092  3.870  0.000  Supported 

Note(s): 

a. Note(s): Adaptability = ADA, Compatibility = COM, Innovativeness = INN, Discomfort = DIS, Cognitive Trust 

= COG, Adoption to AI = ADO. 
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b. ***Significant at p < 0.001 level. 

c. **Significant at p < 0.01 level 

d. *Significant at p < 0.05 level 

e. NS Not supported at p > 0.05 level. 

Source: by author 

 

The hypothesis testing on the structural model in 

Table 5 shows the path coefficients, sample means, 

standard deviation, t-statistic and the p-value of each 

of the hypothesized relationships. According to the 

results the adaptability (ADA) to cognitive trust 

(COG) is negative and non-significant ( β = -0.140, t 

= 1.014, p = 0.311), which means that adaptability 

does not have a significant influence on cognitive 

trust; therefore, the hypothesis has been rejected. 

Cognitive trust (COG), on the contrary, has a positive 

significant effect on the adoption intention (ADO) ( 

β = 0.688, t = 6.793, p < 0.001), which proves a 

supported relationship. On the same note, 

communication (COM) has a positive relationship 

with cognitive trust ( β = 0.259, = 2.126, = 0.034), 

which is not insignificant at the 0.05 level. Both 

disclosure (DIS) and innovativeness (INN) have 

positive effects on cognitive trust which are quite 

significant and the path coefficients are 0.427 (t = 

3.917, p < 0.001) and 0.354 (t = 3.870, p < 0.001), 

respectively. These results indicate that although 

adaptability is not significant in the construction of 

cognitive trust, communication, disclosure and 

innovativeness have significant implications in 

strengthening cognitive trust that, in turn, has a 

strong influence in catalyzing adoption intention.

 

Figure 2: Results of the structural model 

Source: by author 
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4.2. Discussion 

Previous research have not conducted the impact of 

adaptability, communication, discomfort, and 

innovativeness on the development of cognitive trust 

and adoption intention in AI-based situations. In 

addition, only a small number of studies have 

concurrently examined the mentioned variables to 

determine the major drivers as well as the obstacles 

of trust-based adoption behavior. The present 

research helps in filling these research gaps by 

incorporating numerous trust-related antecedents 

within the framework that allows developing a more 

detailed picture of how users develop cognitive trust 

and how it is converted into adoption intention 

towards AI technologies. 

The negative effect of Adaptability on Cognitive 

Trust 

Past studies have tend to underline the significance 

of system adaptability in improving user trust in that 

adaptable systems can be flexible to user needs and 

circumstances (Hoff & Bashir, 2015; Lee & See, 

2004). This study however established that the issue 

of adaptability (ADA) did not significantly influence 

cognitive trust (COG), which is contrary to current 

research. Such a surprising finding can be explained 

by the fact that users have increasingly become more 

demanding when it comes to personalization and 

flexibility in AI-driven platforms. Adaptability has 

turned into a default feature to many users as 

opposed to an indication of system competence 

(Kodden, 2020). In particular, overly adaptive 

behavior may create uncertainty and, therefore, 

result in the loss of rational trust especially in such 

environments where predictability and stability are 

highly valued by the users. Moreover, in the context 

of the fast development of AI technologies, users can 

assess the credibility by other less abstract signs like 

transparency and communication and not flexibility 

per se. Thus, the lack of relevance will imply that 

adaptability is no longer enough of a driver of trust 

in the age of smart automation. 

The positive effect of Compatibility on Cognitive 

Trust 

As expected based on previous studies by Lankton et 

al. (2015) and Verhagen et al. (2011), compatibility 

(COM) was found to have a significant positive 

effect on cognitive trust (β = 0.259, p = 0.034). When 

users find that an AI system integrates smoothly into 

their routines and supports their goals without 

requiring major behavioral adjustments, they are 

more likely to view it as dependable and beneficial 

(Chau et al., 2025). This perceived fit enhances 

confidence in the system’s competence and 

reliability. Furthermore, high compatibility reduces 

resistance to use and increases users’ sense of 

control, thereby reinforcing cognitive trust formation 

in AI-based applications. 

The positive effect of Innovativeness in Cognitive 

Trust 

However, the analysis showed that innovativeness 

(INN) has a significant and positive effect on 

cognitive trust (β = 0.354, p < 0.001). This 

observation can be compared to what Yin et al., 

(2025) asserted, stating that perceived technological 

innovativeness is an indicator of capability and 

reliability. As the users will think that an AI system 

is developed in terms of high level, efficiency, and 

the ability to meet the contemporary standards of 

technology, they will conclude that it can provide 

correct and effective results. Innovativeness is 

therefore a trust cue, which implies constant 

enhancement and experience (Mohammed 

Kamaruddeen et al., 2010; Tran & Chang, 2022). 

Moreover, innovation may signify competence to the 

users who are highly technologically familiar and 

they have no doubts about the performance and 

reliability of the system. 

The positive effect of Discomfort on Cognitive Trust 

The effect of discomfort (DIS) on cognitive trust was 

found to be positive and significant (β = 0.427, p < 

0.001). This finding aligns with previous research 

suggesting that user discomfort can sometimes 

encourage the development of trust when it is 

managed effectively (Durán & Pozzi, 2025; Omrani 

et al., 2022). In the context of AI applications, a 

certain level of discomfort may motivate users to 

explore the system more carefully, leading them to 

better understand how it functions and to recognize 



GAS Journal of Economics and Business Management (GASJEBM) | ISSN: 3048-782X | Volume 3 | Issue 1 | 2026 

 
GAS Journal of Economics and Business Management (GASJEBM) | Published by GAS Publishers 83 

 

its reliability. Users who initially feel uncomfortable 

but later observe that the system operates 

consistently and transparently are more likely to 

form stronger cognitive trust (Johnson & Grayson, 

2005; Lewis & Marsh, 2022). Therefore, instead of 

serving as a barrier to adoption, discomfort that is 

properly addressed through ethical design and open 

communication can strengthen users’ rational 

confidence in intelligent technologies. 

The positive effect of Cognitive Trust on Adoption to 

AI 

The findings justified the hypothesis that cognitive 

trust positively and significantly influences adoption 

intention ( β = 0.688, p < 0.001). This result is in line 

with the earlier research (Gefen & Straub, 2004; 

Lankton et al., 2015b) that has insisted on the 

significance of trust in facilitating the readiness of 

users to use technology. People will be more inclined 

to incorporate an AI system in the decision-making 

process when they believe it is competent, reliable 

and predictable. In this relationship, trust is 

emphasized as a cognitive assurance process, which 

diminishes the perceived uncertainty and perceived 

risk (Handoyo, 2024; D. J. Kim et al., 2008; Sohn, 

2024). The concept of cognitive trust forms the basis 

of technology acceptance, especially in high-

involvement situations in decision making; the user 

holds the view that the system will deliver correct 

and just results. 

5. Conclusion 

5.1. Summary of Key Findings 

Adaptability, compatibility, innovativeness, and 

discomfort are behavioral and psychological 

antecedents that shape cognitive trust and, in turn, 

impact the adoption of artificial intelligence (AI) in 

leadership situations. This study aimed to investigate 

how these factors shape cognitive trust. This study 

offered an interdisciplinary framework that links 

innovation traits and technology readiness with 

leaders trust-based acceptance behaviors in the era of 

generative AI by combining the Diffusion of 

Innovation (DOI) theory with the Technology 

Readiness Index (TRI).  

Several significant conclusions were drawn from the 

empirical data. First, there was no discernible 

correlation between adaptability and cognitive trust, 

indicating that trust creation is no longer influenced 

by AI systems capacity to flexibly adapt to leaders 

demands. This result deviates from previous research 

that has historically considered flexibility to be a key 

component of perceived competence. This may be 

because in technologically advanced contexts, 

people expectations are changing and flexibility is no 

longer viewed as a sign of dependability but rather as 

a default feature. Cognitive trust depends on 

predictability and ambiguity, both of which can be 

produced by too adaptable behavior. 

Second, cognitive trust was significantly positively 

impacted by compatibility.  AI systems are generally 

seen as more reliable and pertinent by leaders who 

believe that they are consistent with their values, 

work procedures, and leadership philosophies.  This 

finding supports the DOI’s hypothesis that 

compatibility makes it easier for people to see 

innovation as a logical progression of current 

procedures. High compatibility improves user 

comfort, reduces cognitive burden, and raises the 

possibility of recurring usage. Therefore, rather than 

expecting leaders to drastically alter their current 

methods, organizational AI projects should 

concentrate on creating technologies that smoothly 

interact with management workflows. 

Third, a strong predictor of cognitive trust was 

shown to be innovativeness.  Leaders with higher 

levels of openness and interest about technology 

showed more reasonable faith in AI’s potential.  

Being innovative pushes executives to test, study, 

and assess AI tools firsthand, which reduces 

uncertainty and builds confidence. This is consistent 

with the TRI dimension, which links innovativeness 

to being prepared and proactive in embracing new 

technology. 

Fourth, discomfort significantly and favorably 

affected cognitive trust, which was in contrast to 

many previous notions.  This unexpected discovery 

suggests that mild to moderate discomfort may not 

always be a barrier to adopting new technology, but 

rather may encourage more in-depth investigation, 

introspection, and ultimately trust provided the 
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technology is transparent and dependable. 

Discomfort in leadership settings may motivate 

leaders to comprehend the limits and moral 

ramifications of AI, resulting in a more 

knowledgeable and long-lasting process of 

establishing trust. 

Finally, it was discovered that adoption of AI was 

directly and substantially predicted by cognitive 

trust. This demonstrates that the primary method by 

which executives determine whether to include AI 

into decision-making processes is their logical 

assessment of the technology’s dependability, 

proficiency, and predictability. Acceptance of 

technology is facilitated by cognitive trust, which 

lowers perceived dangers and uncertainty. The study 

essentially confirms that trust, particularly cognitive 

trust, acts as a link between true adoption behavior in 

AI leadership and psychological preparedness. 

5.2. Theoretical Contributions 

The current research contributes to the existing body 

of literature on leadership and technology adoption 

in generative AI in a number of theoretical ways. 

First, it combines the Diffusion of Innovation (DOI) 

(Almaiah et al., 2022; Overbye-Thompson & 

Hamilton, 2025) and the Technology Readiness 

Index (TRI) models (O’Hern & St. Louis, 2023; A. 

P. Parasuraman & Colby, 2014) to design an 

extended model of the role and mechanisms of 

cognitive trust on leaders accepting AI technologies. 

Other researchers have mostly focused on 

investigating either the psychological (Eftimov & 

Kitanovikj, 2023; Uren & Edwards, 2023a) or the 

technological aspect (Corvello, 2025; López-Solís et 

al., 2025; Storey et al., 2025) of AI adoption 

separately. This research is able to fill that gap by 

synthesizing the two viewpoints and make a more 

comprehensive picture of the relationship between 

technological characteristics (adaptability and 

compatibility) and individual psychological 

orientations (innovativeness and discomfort).  

Second, the study also makes a contribution to theory 

by positioning cognitive trust (Shi et al., 2020; Uren 

& Edwards, 2023a) as a major mediating process 

which can be used to explain how these antecedents 

translate into leaders intention to use AI in strategic 

decision-making. The conceptualization builds upon 

current models of technology acceptance as it 

focuses on the cognitive process by which leaders 

weigh the reliability and predictability of AI systems 

(Gerlich, 2023; Van Quaquebeke & Gerpott, 2023) 

and then implement them in their managerial 

practice. 

Lastly, placing the DOI-TRI integration into the 

context of AI-driven leadership Chhatre & Singh 

(2024) and Kassa & Worku (2025), the study 

becomes the extension of both of the frameworks to 

a new and timely environment - the environment of 

generative AI (Gonesh et al., 2023; Kumar et al., 

2025; Rezazadeh et al., 2025) - in which technology 

can be not the means of automation but a partner in 

the sphere of decision-making. This theoretical 

expansion would enhance the knowledge of the 

preparedness of leadership and the establishment of 

cognitive trust during the period of the digital 

transformation era (Corvello, 2025; López-Solís et 

al., 2025; Storey et al., 2025).  

5.3. Practical Implications 

From a managerial perspective, this study provides a 

number of practical insights for companies looking 

to incorporate AI into strategic decision-making and 

leadership. 

First, the cornerstone of AI adoption methods should 

be the development of cognitive trust.  Transparency, 

interpretability, and ethical clarity in AI systems 

must be given top priority by organizations. Leaders 

need to know what data AI utilizes, how biases are 

reduced, and how it makes its decisions.  Explainable 

AI models and transparent algorithmic design may 

greatly increase leaders reasonable confidence. 

Second, businesses have to concentrate on improving 

how well AI products integrate with current 

managerial processes. Instead than taking the role of 

human intuition, AI systems ought to be developed 

to assist in decision-making. For instance, including 

AI dashboards into well-known communication 

platforms or corporate systems might reduce 

resistance and promote acceptance. AI 

recommendations that are in line with leadership 

concepts and established corporate values guarantee 
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that technology enhances rather than replaces current 

procedures. 

Third, companies should encourage leaders to be 

creative by fostering ongoing experimentation and 

learning. Digital literacy and AI literacy courses that 

promote the use of generative AI tools must be 

incorporated into leadership development programs. 

Cross-departmental AI partnerships and pilot 

projects may all foster interest and lessen failure-

related anxiety. Organizations may turn innovation 

into a trust-building, sustainable competency by 

establishing safe spaces for testing. 

Fourth, the discomfort findings highlight the 

significance of psychological safety and ethical 

communication. Organizations should use 

discomfort as a sign of critical reflection rather than 

as a barrier. Initial discomfort may be transformed 

into more participation and understanding by 

offering open routes for feedback, honest error 

reporting and lively discussion about ethical issues. 

It will be easier to transform uneasiness into 

informed trust if leaders are trained to handle 

uncertainty and critically evaluate AI’s 

recommendations. 

Fifth, as technology advances, leadership culture 

must change as well. A balanced perspective of AI as 

a cooperative collaborator rather than a replacement 

should be promoted by top executives and HR 

departments. Building a culture of augmented 

intelligence where accountability and trust coexist is 

facilitated by promoting participatory decision-

making that incorporates both human judgment and 

AI-driven data. 

Finally, by creating curriculum and policies that 

prioritize reliable AI ecosystems, governments and 

educational institutions may take use of these 

findings. To train upcoming managers for AI-

augmented settings, leadership programs should 

incorporate ethics, data governance, and cognitive 

psychology. 

5.4. Limitations and Future Research Directions 

This study contains a number of limitations that 

provide opportunities for further investigation 

despite its contributions. 

First, a cross-sectional design was used in the study 

to record impressions at a certain moment in time. To 

see how cognitive trust changes as leaders become 

more accustomed to AI systems and as technology 

advances, longitudinal research might be beneficial.  

Time-series or experimental methods may be used in 

future studies to document dynamic shifts in 

adoption and trust behavior. 

Second, despite the study’s emphasis on Vietnamese 

participants, organizational and cultural 

circumstances may have varying effects on the 

development of trust and adoption in other 

geographical areas. To determine whether the links 

found in this study are still valid in Western or 

international firms, future research should compare 

cultures. Global businesses may be able to better 

customize their AI leadership strategies by having a 

better understanding of cultural moderators. 

Third, a more thorough qualitative investigation of 

the concepts of discomfort and adaptation is 

necessary. Interviews or case studies may uncover 

underlying cognitive mechanisms that explain why 

leaders interpret flexibility and discomfort in such 

distinctive ways, even while the quantitative data 

indicate limited or unanticipated impacts. Qualitative 

research, for instance, might reveal whether 

automation fatigue or excessive exposure to flexible 

technologies cause flexibility to lose its appeal. 

Fourth, the mediating mechanism in our study was 

just cognitive trust. To provide a more thorough 

paradigm, future research may incorporate affective 

trust, institutional trust, or trust in data governance. 

Adoption of AI is not just a logical process; 

institutional credibility and emotional confidence 

may also have an impact. 

Fifth, the study’s sample may not accurately reflect 

the opinions of top executives or decision-makers in 

big businesses because it is mostly made up of 

employees and young professionals.  To find 

hierarchical disparities in the establishment of AI 

trust, future study might use multi-level samples that 

distinguish between frontline managers, middle 

managers, and top leadership. 

Finally, by adding perceived algorithmic fairness or 

ethical AI governance as further factors, future 
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studies might expand the model. Fairness and ethical 

transparency may be crucial preconditions for 

acceptance and trust as businesses use AI more and 

more for strategic decision-making. Both theoretical 

depth and practical relevance would be improved by 

incorporating these elements. 

5.5. Final Remarks 

In conclusion, our study confirms that the transition 

from transformational leadership to AI leadership 

involves a significant cognitive and psychological 

evolution rather than just a technology change.  

Leaders’ ability to embrace and trust AI is more 

reliant on how well human values, technology 

compatibility, and perceived dependability align than 

it is on how complex algorithms are. 

This study offers an integrated model that explains 

how leaders develop logical confidence in AI 

systems and convert that confidence into adoption by 

combining the viewpoints of the Diffusion of 

Innovation and the Technology Readiness Index. The 

results show that while flexibility may no longer be 

a key factor in building trust, compatibility, 

innovativeness, and even discomfort-when handled 

ethically-are strong factors that influence cognitive 

trust. 

In the end, developing reliable human-AI 

cooperation is the key to effective AI leadership.  In 

addition to increasing adoption, companies that make 

investments in ethical governance, transparent 

design, and ongoing learning will also rethink what 

it means to be a leader in the age of intelligent 

technology.  Future leaders must learn to trust AI 

critically, responsibly, and prudently as generative AI 

continues to transform strategic foresight and 

decision-making. 
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